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Strict propriety is weak
Catrin Campbell-Moore and Benjamin A. Levinstein

1. Our main point

Considerations of accuracy – the epistemic good of having credences close to
truth-values – have led to the justification of a host of epistemic norms, includ-
ing probabilism (Joyce 1998, 2009), conditionalization (Greaves and Wallace
2006, Briggs and Pettigrew 2020), the Principal Principle (Pettigrew 2016) and
the Principle of Indifference (Pettigrew 2014).
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For these arguments to succeed, accuracy theorists need to tell us how to
measure the accuracy of credences at a world, where accuracy is a function just
of credences and truth-values. That is:1

Acc : Credences�Worlds! R.

Instead of directly arguing for a particular measure, accuracy theorists typic-
ally argue for constraints on what counts as a legitimate measure of accuracy.

One fundamental constraint simply encodes the idea that the higher your
credences in truths, and the lower your credences in falsehoods, the more
accurate your credences are:

(Strict truth directedness) If c(/)� c0(/) for all / true at w, and c(/)�c0(/)
for all / false at w, with at least one strict inequality, then
Acc(c,w)<Acc(c0,w).

This says that when a credence function c is modified by increasing the cre-
dence assigned to some propositions that are true in w, or reducing the cre-
dence to some propositions that are false in w, Acc(c,w) is strictly increased.

A further constraint, which is still very plausible, says that the accuracy of
your entire credence function at a world is just the sum of the accuracy of each
of your credences in individual propositions at that world.2

(Additivity) There is a function a : ½0,1� � ft,fg ! R, with Acc(c,w) ¼P
/a(c(/),w(/)).3

The constraint of present focus, which is vital for the validity of the
accuracy theorists’ results, is strict propriety, which says that a probabilistic
credence function expects itself to be more accurate than any other credence
function.4

(Strict propriety) Ifb is probabilistic then ExpbAcc(c) isuniquelymaximized
at c ¼ b. (ExpbAcc(c) denotes the expected accuracy of credence function c
according to b.5)

1 We assume a fixed, finite collection of propositions F containing at least one contingent
proposition. The credences are functions b,c : F ! ½0; 1�. One could also allow accuracy

values of �1, see Remark 1.

2 For a defence, see Pettigrew 2016: §4.1.

3 w(/) ¼ t / is true in w,
f / is false in w.

�
The sum is taken over / 2 F .

4 Joyce’s (2009) dominance argument for probabilism uses a weaker principle: Coherent

Admissibility. But there are similar difficulties motivating the strong version of the principle
that is needed for his result. Others (e.g. Joyce (1998), Pettigrew (2016)) give an alternative
collection of axioms that entail strict propriety, but the argument for them is much less direct.

5 ExpbAcc(c) : ¼
P

w b(w)� Acc(c;w). If fwg 62 F and b(w) is ill-defined, then we define strict
propriety as

P
w b�(w)� Acc(c,w) is maximised at c ¼ b for any b� probabilistic on F�, an

strict propriety is weak | 9

D
ow

nloaded from
 https://academ

ic.oup.com
/analysis/article/81/1/8/6268328 by U

niversity of Bristol Library user on 27 January 2025



This needs much more justification than our previous constraints. The main
style of argument for strict propriety runs something like the following (Oddie
1997: 537–38, Greaves and Wallace 2006: 621, Gibbard 2007, Joyce 2009:
277–79): first, rational agents should be immodest, that is, they should expect
their own credences to be doing best at the pursuit of accuracy. After all, if
your credence function expects something else to be doing better, then your
own credence function advises you (even in the absence of further evidence) to
adopt an alternative credence function instead, so you cannot rationally rely
on it. Second, all probability functions could be rational given the right cir-
cumstances.6 This then, it is claimed, justifies the principle of strict propriety.

However, as has been noted by Pettigrew (2012: §4.1) and Mayo-Wilson
and Wheeler (2016: 65), this argument supports only weak propriety:7

(Weak propriety) If b is probabilistic then ExpbAcc(c) is maximized
(possibly non-uniquely) at c ¼ b.

So long as your credences are among the best, they are not self-undermining. If
a measure of accuracy mandates that you change your credence to a different
one regardless of what evidence you possess, then it seemingly causes needless
and capricious doxastic changes and forbids perfectly rational views. But
merely thinking that some other credences are equally good does not lead to
this irrationality. Moreover these authors claim that this argument cannot
naturally be extended to obtain strict propriety.8

But it turns out that strict propriety is a mathematical consequence of weak
propriety given our two additional principles of strict truth directedness and
additivity. Merely weakly proper additive accuracy measures will thus fail to be
strictly truth directed; in fact they will be constant on some region.9

So no further argument for strict propriety is necessary. One just needs to
argue for weak propriety, and strict propriety comes for free.

extension of F which includes such {w} see Pettigrew (2016, §2.2). For additive Acc, the

choice of b� doesn’t matter, so we can still legitimately refer to ExpbAcc(c).

6 More carefully, for every probability space hX,F ,Pri, there is an isomorphic space hX0,F0,Pr0i
such that Pr0 is rationally permissible (in the right circumstances). This formulation is then
compatible with further restrictions to probabilism. See Joyce 2009: n. 17.

7 Note that Mayo-Wilson and Wheeler (2016) are interested in the imprecise setting where our
argument does not apply. Fallis (2007: 221) appeals to a similar argument to endorse weak

but not strict propriety.

8 Joyce (2009) in fact argues that, first, credences that could be rationally required expect

themselves to be strictly optimal, and second, any probability function could be rationally
required. This stronger ‘second’ premiss is less plausible, and arguments that the ‘first’ premiss

is plausible only with a weakly optimal consequent might similarly hold for Joyce’s version.
Furthermore, by our argument here, it is sufficient to argue for weak propriety.

9 This follows from Proposition 1 using the fact that weakly proper a are weakly truth directed
(Schervish 1989: Lemma A.1). Schervish et al. (2009: Lemma 5) also noted this as a conse-
quence of Schervish’s representation result.
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2. The result

The first part of our argument works just with a. We define:

Expxa(y) :¼ x� a(y,t)þ (1� x)� a(y,f ),

which is the expected accuracy of adopting credence y in /, as evaluated
according to a probability function b with b(/) ¼ x. We define truth directed-
ness and propriety as expected for a.

(Proposition 1) Suppose a is weakly proper and strictly truth directed.

Then it is strictly proper.

This result is an immediate consequence of Schervish’s theorem on represen-
tations of scoring rules (1989: Theorem 4.2) (as Schervish et al. note (2009:
Lemma 5) but we can also show it directly.10

Proof. We need to show that Expxa(x) > Expxa(y) for y 6¼ x. Consider

some z lying between y and x. We will show that Expxa(z) > Expxa(y),

that is, that Expxa(y) strictly improves as we move y towards x. To do this,

we compare Expxa(z)� Expxa(y) to Expza(z)� Expza(y), which we

know is greater than or equal to 0 by weak propriety at z.

Consider first the case where x > z> y.

Expxa(z)�Expxa(y)¼ xW�(a(z,t)�a(y,t))
zfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflffl{>0

þ(1�x)V �(a(z,f )�a(y,f ))
zfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflffl{<0

(1)

Expza(z)�Expza(y) ¼ z�(a(z,t)�a(y,t)) þ (1�z)�(a(z,f )�a(y,f ))(2)

Since a is strictly truth directed and z > y, a(z,t)� a(y,t) > 0 and a(z,f )�
a(y,f ) < 0. Since x > z, and thus (1� x) < (1� z), in equation 1 there is
more weight on something positive, and less on something negative, than in
equation 2. Therefore

Expxa(z)� Expxa(y) > Expza(z)� Expza(y).

By weak propriety, Expza(z) � Expza(y), so Expxa(z) > Expxa(y).

For x < z< y, an analogous argument shows that Expxa(z) > Expxa(y).
(The inequalities annotating equations 1 and 2 are reversed.)

We have thus shown that Expxa(z) > Expxa(y). By weak propriety,
Expxa(x) � Expxa(z) and thus Expxa(x) > Expxa(y), as required. h

Additivity then allows us to turn this into a result about accuracy of an
entire credal state.

10 The proof is closely related to Schervish’s (1989, Lemma A.1) argument that strict propriety
entails strict truth directedness.
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(Corollary 2) Suppose Acc is weakly proper, additive and strictly truth

directed. Then it is strictly proper.

Proof. We first note that for additive Acc with associated a, if b is prob-

abilistic then ExpbAcc(c) ¼
P

/ Expb(/)a(c(/)). This allows us to observe

that if a is strictly proper, so is Acc (as each

Expb(/)a(b(/)) � Expb(/)a(c(/)), with some >).

One then needs to show that a is weakly proper and strictly truth directed.

Consider some b probabilistic, with b(w) ¼ x, and let c differ from it just by

having c(w) ¼ y. By using the aforementioned fact, the only difference be-

tween ExpbAcc(b) and ExpbAcc(c) is Expxa(x) and Expxa(y). Since

ExpbAcc(b) � ExpbAcc(c), also Expxa(x) � Expxa(y); i.e. a is weakly

proper. For truth directedness, observe that the only difference between

Acc(c,w) and Acc(b,w) is in a(x,w(w)) and a(y,w(w)). A truth directed

move of y to x is similarly a truth directed move of c to b, so Acc(b,w) >

Acc(c,w) and thus a(x,w(w)) > a(y,w(w)). By noting that we can consider

either w(w) ¼ t or w(w) ¼ f , we see a is strictly truth directed. h

Remark 1.

One can also allow �1 in the range of the accuracy measure as long as we

make the assumption that if Acc(c,w) ¼ �1, then there is some / such that

w(/) ¼ t and c(/) ¼ 0 or w(/) ¼ f and c(/) ¼ 1. The equivalent assump-

tion for a says that�1 can only appear at a(0,t) or a(1,f ). The definitions of

strict truth directedness need to be weakened to allow that Acc(b,w) ¼
Acc(c,w) ¼ �1 even when b is a truth directed improvement on c.11 And

we should take 0��1 :¼ 0 in the expected accuracy formulas.

To check that Proposition 1 still holds, with the infinity assumption on a,

one should observe that the only infinite value we could have in equations 1

and 2 is a(y,t) ¼ �1, in which case Expxa(y) ¼ �1 < Expxa(z).

For Corollary 2, one should also check that the infinity assumption on

Acc entails that on a. To do this, consider c with c(w) ¼ x and c(/) ¼ 0:5

for / 6¼ w . If a(x,t) ¼ �1, then for w with w(w) ¼ t,Acc(c,w) ¼ �1, so

x¼ 0; and similarly for f . To show that ExpbAcc(c) ¼
P

/ Expb(/)a(c(/))

still holds, note that for probabilistic b, b(/) ¼ 0 iff b(w)¼ 0 for all w(/) ¼
t and b(/) ¼ 1 iff b(w) ¼ 0 for all w(/) ¼ f .

Then for the weak and strict propriety relationships, note that

Expxa(x) is always finite.

For strict truth directedness, pick b and c, which just differ on w, to have

b(/) ¼ c(/) ¼ 0:5 for all / 6¼ w (they do not need to be probabilistic).12

11 The unweakened version of strict truth directedness for acc is equivalent to the weakened one
plus the infinity assumption; but not so for Acc.

12 We are very grateful to Richard Pettigrew and Jason Konek for helpful feedback on a draft.
Also thanks to Julia Staffel, Kenny Easwaran, Pavel Janda and two anonymous referees.
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